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1) A technical framework for \( p \)-curve and computing \( pp \)-values for null of 33\% power.

1.1. \( P \)-curve and noncentral distributions

\( P \)-curve is closely related to statistical power. Power is the probability of a statistical test obtaining a \( p \)-value<\( \alpha \), where \( \alpha \) is typically 5\%. One can think of the distribution of significant \( p \)-values, \( p \)-curve, as computing power for every possible \( \alpha \) between 0 and .05.\(^1\)

Power calculations rely on “noncentral” distributions, so \( p \)-curve calculations rely on noncentral distributions also. Noncentral distributions are seldom covered by statistics textbooks for non-statisticians, so we provide a brief introduction to them here. For a more complete yet still accessible introduction see the article by Cumming and Finch (2001), beginning with the last paragraph of page 546.

Central vs. noncentral distributions

The central distribution captures how a test statistic is distributed when the null of no difference is true. The noncentral distribution captures how a test statistic is distributed when the null is not true. When we speak of “the” student distribution, then, we actually mean the central student distribution. The central student distribution is used, for example, to assess how likely a given difference of sample means would be if the true population means were the same. With the noncentral distribution, in contrast, we ask how likely a given difference would be if the true means were not the same.

For instance, when the results section of a paper reads, “the means were significantly different, \( t(38)=2.024, \ p=.05 \),” this indicates that, if the true means were identical, there is only a 5\% chance that the two sample means would differ by the observed 2.024 standard errors or

\(^1\) Though note that \( p \)-curve is the density rather than the \( c.d.f. \) and it only considers \( p<.05 \), so it is the probability of obtaining a given \( p \)-value conditional on it being <.05.
more. So unless otherwise stated, it implies that \( t(38) \) is evaluated for the central t distribution, so 
\[ t_{\text{central}}(38) = 2.024, \quad p = .05 \]. With the noncentral distribution, we instead ask how likely is 
\( t(38) \geq 2.024 \) if the true means differed not by 0, but by, say, one standard deviation from each other (d=1).

**The noncentrality parameter (ncp)**

While the shape of the central student distribution varies only as a function of the degrees of 
freedom (d.f.) of the test, that of the noncentral distribution is also a function of what’s referred to
as the “noncentrality parameter” (ncp), which in turn is a function of sample size and effect size.

For the student distribution, ncp = \( \sqrt{\frac{n}{2}} d \). This makes intuitive sense: If we want to know how likely a 
given observed difference of means is, if the population means differ by some amount \( d \), we need to 
take into account what that amount is (\( d \)) and how big our sample is (\( n \)).

So for example, for a differences of means t-test performed on two samples of \( n=20 \) each, and (true) effect size of \( d=1 \), the resulting test statistic is distributed t, df=38 and ncp = \( \sqrt{\frac{20}{2}} \times 1 = 3.16 \).

We hence can answer the question: What is the probability that \( t(38) \) will be greater than 2.024 
given a true effect size of \( d = 1 \), by evaluating the noncentral t(38), with ncp=3.16, at \( t=2.024 \). We 
do this the same way we find values for the central distribution, looking it up in a table, or running 
software that has access to the formulas behind those tables.

For example, to find the \( p \)-value associated with \( t_{\text{central}}(38) = 2.024 \) we can look up a student 
table with 38 degrees of freedom, or rely on Excel’s \texttt{tdist()} function, or rely on R’s \texttt{pt()} function, etc. Because Excel does not have noncentral distributions built in (as of 2013) we will use R syntax 
(with detailed explanations) for the remainder of this supplement.

The \texttt{pt()} function in R gives the c.d.f. for a given t-statistic (that is, the probability of obtaining a 
value smaller than that t-statistic). Its syntax is \texttt{pt(q,df,ncp)}, where \( q \) is the value of the t-test we are
looking up. To find the probability of obtaining a value *larger* than that t-statistic, you simply subtract that formula from 1: \( 1 - \text{pt}(q, df, ncp) \).

Thus, to find the (one-sided) \( p \)-value associated with \( t_{\text{central}}(38)=2.024 \), we would use the following R formula:

\[
1 - \text{pt}(q=2.024, df=38, ncp=0)
\]

= .025. \(^2\)

This is the probability of finding \( t > 2.024 \) given \( ncp = 0 \), which is equivalent to the probability of finding \( t > 2.024 \) when the null is true (i.e., using the central distribution). This is the one-tailed probability, and so the two-tailed probability can be obtained by multiplying by 2, which equals .05. This example shows that, when \( df = 38 \), the \( t = 2.024 \) represents the threshold for statistical significance (.05).

Now let’s say that we are interested in knowing how likely we are to obtain a t-value greater than 2.024 if \( n = 20 \) and \( d = 1 \), and hence when \( ncp = 3.16 \). We would use the following formula:

\[
1 - \text{pt}(q=2.024, df=38, ncp=3.16)
\]

= .869.

This indicates that there is an 86.9% chance of obtaining a t-value greater than 2.024. Because 2.024 is the threshold for statistical significance, we can say that, given \( d = 1 \) and \( n = 20 \), there is an 86.9% chance of obtaining a statistically significant result, and thus the “power” of this experiment is equal to 86.9%. This is precisely how power calculation software uses effect size estimates to generate recommended sample sizes or estimated power.

\(^2\) This page includes two corrected typos identified by Ellen Evers. Corrections took place on 2013/12/12
If we are instead interested in knowing how likely our t-test is to result in $p \leq .04$ rather than $p \leq .05$, we would simply look up the value of $t_{\text{central}}(38)$ that produces $p=.04$. This value is 2.126. We now enter the formula:

$$1 - pt(q=2.126, df=38, ncp=3.16)$$

= .8457. This indicates that there is an 84.57% chance of obtaining a t-value greater than 2.126, and thus an 84.57% chance of obtaining $p \leq .04$.

Now, if there is an 86.9% chance of $p \leq .05$, and there is a 84.6% chance of $p < .04$, then the chance of $.04 < p \leq .05$ is 86.9%-84.6%=2.3%. Hopefully, the relationship between ncp, power, noncentral distributions, and $p$-curve just became obvious.

Because the distribution of $p$-values under the alternative is a function only of the noncentral distribution, which is itself a function only of sample size and effect size, $p$-curve is a function only of sample size and effect size. If we know the effect size and sample size, we know the expected $p$-curve; we know how likely each $p$-value is for any given effect size.

### 1.2 Computing $pp$-values under the null of 33% power

In the main text we introduce $pp$-values to test the significance of the deviation from an observed $p$-curve to a null $p$-curve. For the null of a uniform $p$-curve, $pp$-values are trivial to compute. They involve “stretching” the $[0-.05]$ into $[0-1]$ by multiplying $p$-values by 20. For example, among significant $p$-values, $p \leq .04$ is obtained $20 \times .04 = 80\%$ of the time under the null of $d=0$, so $pp = .8$. In light of the previous discussion it is worth highlighting that we do not rely on noncentral distributions to test the uniform null, because we are still testing the null of no effect ($d = 0$) and that involves the central distribution.

For computing $pp$-values under the null that a test is powered to 33%, on the other hand, we do need to rely on a noncentral distribution. In particular, we rely on the noncentral distribution with a
noncentrality parameter (again: ncp) leading the observed test to have 33% power. This means that to compute \( pp \)-values for the null of 33% power for study \( i \), arising from a given \( t(df_i)=x_i \) test, we may follow these three steps:

Step 1. Find the critical value of the student distribution, \( X_i \), for which \( t_{central}(df_i)=X_i, \ p=.05 \).

Step 2. Find the ncp\(_i\) for the \( t_{ncp}(df_i) \) student distribution that has a 33% chance of obtaining \( x\geq X_i \).

Step 3. Evaluate the observed \( x_i \) with the noncentral \( t \) with ncp\(_i\).

Let’s consider a concrete example. Imagine that a study’s key test was \( t(38)=2.126, \ p=.04 \). To compute its \( pp \)-value under the null of 33%, we begin by finding the critical \( X_i \) for which it is true that \( t(38)=X_i, \ p=.05 \). We can find \( X_i \) using the \( qt(p, df, ncp) \) function in R. Using the formula, \( qt(.975, df=38, ncp=0) \) tells us that the critical \( t \)-value for one-tailed \( p \) = .025 (and hence two-tailed \( p \) = .05), the \( t \)-value that exceeds 97.5% of the values under the null, is 2.024.\(^3\) We now need to find the ncp that would make \( t>2.024 \) have 33% chance. This function is not built into R but is easy to build it (in SAS it does exist, it is call TNONCT). We want to ask R something like: Hey R, why don’t you go find the value of ncp such that: \( pt(x=2.024, df=38, ncp=???)=67\% \)?

R can do this in three lines of code:\(^4\)

```r
f <- function(delta, pr, x, df) pt(x, df = df, ncp = delta) - pr
out <- uniroot(f, c(0, 37.62), pr =2/3, x = 2.024, df = 38)
out$root
```

The output this code produces is 1.568436. So R just told us that if one were to run

\[
1-pt(2.024, df=38, ncp=1.568436),
\]

one would obtain

\[.3333333.\]

---

\(^3\) R’s \( pt() \) function is like Excel’s \( tdist() \), and R’s \( qt() \) function is like Excel’s \( tinv() \). The key difference is that R accommodates noncentral \( t \)'s and Excel does not.

\(^4\) That \( c(0,37.62) \) command is there because that’s the range of the noncentral parameter which R is able to compute; ncp\(>37.62 \) just would not work, and ncp\(>37.62 \) are way too big for our purposes anyway.
This means that ncp=1.568436 is the noncentrality parameter that leads a test with df=38 to have 33% power. Now we ask R how likely it is to observe \( t < 2.126 \) if ncp=1.568436 using the formula:

\[
pt(2.126, \text{df = 38, ncp} = 1.568436) = 0.70127.
\]

That’s the probability of \( t(38) < 2.126 \) (and thus \( p > 0.04 \)), but the pp-value is probability of obtaining \( p > 0.04 \) given that we have observed a \( p \)-value less than 0.05. To get that value, we first subtract 2/3 from the above probability; because 2/3 is the probability of \( p > 0.05 \) (since power is 1/3, there is a 2/3 chance of \( p > 0.05 \)), this subtracts out the probability of observing \( p > 0.05 \). We then divide by 1/3, or equivalently multiply by 3, because we are conditioning on being in one third of possible values. In short, the formula for computing a pp-value for 33% power given df = 38 and \( p = 0.04 \) is

\[
3 \times (0.70127 - 2/3) = 0.10.
\]

Thus, a two sample t-test with \( n = 20 \) per cell has a 10% chance of obtaining \( p > 0.04 \) conditioning on the result being significant and the test being powered at 33%.

\[\text{5} \]

---

5 We thank Chad Danyluck for alerting us of some typos in this paragraph in an earlier version of this supplement. The typos have been corrected (August, 2013).
The code that follows creates a function in R that computes pp-values, for the 33% power null, for a t-test with degrees of freedom df_ and observed t=x_

```r
pp33 <- function(df_, x_) {
  #Find critical value of student (xc) that gives p=.05 when df=df_
  xc = qt(p=.975, df=df_)

  #Find noncentrality parameter (ncp) that leads 33% power to obtain xc
  f <- function(delta, pr, x, df) pt(x, df = df, ncp = delta) - pr
  out <- uniroot(f, c(0, 37.62), pr = 2/3, x = xc, df = df_)
  ncp_ = out$root

  #Find probability of getting x_ or larger given ncp
  p_larger = pt(x_, df = df_, ncp = ncp_)

  #Condition on p<.05 (i.e., get pp-value)
  pp = 3 * (p_larger - 2/3)

  #Print results
  return(pp)
}
```

So for example, the last two pages of explanations looking for the pp-value of t(38)=2.126 can now be performed with the following invocation of the new function:

```r
pp33(df=38, x=2.126)
```

resulting in

.1034

the pp-value of p=.04 for df=38 is pp=.1034.
(2) Is \textit{p}-curve uniform if variables are not normally distributed?

In the paper we assume that the assumptions underlying the statistical tests of interest (e.g., the two-sample \textit{t}-test) are met. We focus on the \textit{t}-distribution (and hence the \textit{F} distribution with df\(_1\)=1), which assumes that the underlying random variables are normally distributed. The literature contains several demonstrations of the robustness of the \textit{t}-test to deviations from normality (Boneau, 1960; Pearson, 1931); nevertheless, we conducted simulations to verify \textit{p}-curve’s robustness to non-normality.

We created two small samples (n=15) drawn from the same population, conducted a \textit{t}-test on them, and repeated this procedure several thousand times, tabulating how frequently we observed \textit{p}-values in each of the five bins (\(p<.01, .01<p<.02\), etc.). We simulated data using distributions that deviated from a normal distribution by an increasing amount: normal, uniform-continuous (0-1), uniform-discrete taking just four values (0.25, 0.5, 0.75 and 1), and a Poisson with \(\lambda=2\) truncated at 1 and 4. The truncated Poisson leads to a distribution where \(y\) takes the values 1,2,3,4 with approximate probabilities .4, .3, .2 and .1, respectively. Figure S1 shows that, despite the severe deviations from normality and small sample sizes (\(n=15\) per cell), \textit{p}-curve is quite close to uniform for the four different distributions we simulated, with a very slight right-skew tilt.
Fig S1. Observed $p$-curves from 500,000 simulated t-tests on two small samples ($n = 15$) drawn from the same population. Each $p$-curve represents a different underlying distribution, ranging from normal to increasingly non-normal. Because 5% of the 500,000 simulations are expected to be $p < .05$, each $p$-curve is based on roughly 25,000 $p$-values. The normally distributed dependent variable is $N(0,1)$; the uniform-continuous is $(0,1)$; the uniform-discrete can be $y = 0.25, 0.5, 0.75,$ or $1$; the Poisson can take values $1, 2, 3, 4$ with probabilities roughly equal to $0.4, 0.3, 0.2,$ and $0.1,$ respectively.

### Distribution of dependent variable.

- **Normal**
- **Uniform** (continuous)
- **Uniform** (discrete with four values)
- **Poisson lambda=2** (bounded between 1 and 4)
(3) Modeling \( p \)-hacking

Let the \( \{p_n\}, n \in \mathbb{N} \), be a sequence of \( p \)-values obtained by a researcher. \( p_1 \) is the first \( p \)-value that is obtained, presumably from the most straightforward test of the prediction of interest, using the entirety of the data that were collected. If \( p_1 < .05 \) the sequence ends. If \( p_1 > .05 \) a researcher may engage in file-drawering or \( p \)-hacking, which generates \( p_2 \). If \( p_2 < .05 \) the sequence ends; otherwise, \( p_3 \) is generated, etc. In the discussion that follows we refer to the correlation between consecutive \( p \)-values \( p_i, p_{i-1} \) (for \( i > 1 \)) as \( r_i \).

Uniform \( p \)-curve with file-drawering

Because file-drawering involves obtaining new data and entirely disposing of the previous data, file-drawering leads to \( r_i = 0 \) \( \forall i \), and hence \( \text{E}(p_i | p_{i-1}) = \text{E}(p_i) \). This means that the expected \( p \)-curve is the same in the presence or absence of file-drawering. For example, it is uniform under the null of no effect.

\( r > 0 \) with (most forms of) \( p \)-hacking.

\( P \)-hacking can take a variety of forms, many of which lead to \( r > 0 \). For example, adding a covariate, data peeking (adding new observations), data exclusions (e.g., dropping “outliers”), choosing among several correlated dependent variables, and choosing among several experimental conditions all produce sequences of \( p \)-values generated from statistical tests performed on datasets with overlapping observations. Thus, these forms of \( p \)-hacking generate sequential \( p \)-values that are positively correlated (\( r > 0 \)). A few forms of \( p \)-hacking may lead to \( r = 0 \), such as choosing among uncorrelated dependent variables, choosing between reporting an interaction or a main effect, or choosing non-overlapping subsets of data (e.g., comparing treatment 1 with control, and then treatment 2 with placebo).
Note that $r$ is not constant for a given sequence of $p$-values, even if they all arose from the same form of $p$-hacking within the same study. For example, when a researcher collects 20 observations and then adds new ones in sets of 10, $r_i$ will be increasing in $i$; as more and more observations are added, the percentage of data that remains unchanged from test to test increases, and, thus, so does the correlation between resulting $p$-values (e.g., a $t$-test between two samples of 300,000 observations each, and one between the same 300,000 plus a new 10 per cell will lead to virtually the same result).

**Left-skewed $p$-curves with $p$-hacking**

Considering that $p_i$ is obtained only if $p_{i-1} > .05$, it follows that if $r_i > 0$ and $p_i < .05$, then $p_i$ will be “close” to $p_{i-1}$ and hence not too far from .05. More formally:

$$E(p_i \mid p_{i-1} > .05, r_i > 0, p_i < .05) > E(p_i \mid p_i < .05) = .025$$

$P$-curve will be more skewed the higher $r$ is, and moreover,

$$\lim_{r \rightarrow 1} E(p_i \mid p_{i-1} > .05, p_i < .05) = .05.$$ 

When the correlation between consecutive $p$-values is arbitrarily close to 1, then if a $p$-value in the sequence is significant ($<.05$) but the previous one is not, then it must be very close to .05. This means that $p$-curves of sets of $p$-hacked studies will be more left-skewed for $p$-hacking techniques that produce more correlated $p$-values.
4) The problem with discrete tests, and, how bad is it to ignore it?

4.1 The problem

While the paper focuses on the student distribution, it is straightforward to generalize it to others like the $\chi^2$, the F with df > 1, the normal, etc. This is not so for discretely distributed test statistics, including $\chi^2$ approximations for examining contingency tables (e.g., difference of proportions tests). Note that while the $\chi^2$ distribution is continuous, the distribution of possible $\chi^2$ values for any given contingency table is not. A difference of proportions test is only approximately $\sim \chi^2$ (keep in mind that the normal test for the difference of proportions is identical to the $\chi^2$ one).

The discrete nature of a statistical test imposes two challenges for applying p-curve. The first is that Fisher’s method can no longer be used to aggregate $pp$-values. This challenge is easy to overcome as there are well-known methods to integrate discretely distributed $p$-values (Kincaid, 1962). The second challenge is that $pp$-values for discrete tests, or at least those based on contingency tables, depend on a nuisance parameter: the underlying proportions. For example, the $pp$-value for a difference of proportions test depends not only on the observed proportions, but on the true and unknown actual proportions.

The challenge is closely related to a long-standing controversy regarding tests of contingency tables condition (for extremely interesting reviews see Little, 1989; Yates, 1984). In a nutshell the controversy arises because when testing if two proportions, say prop_1 and prop_2 are equal, the result of a difference of proportions test depends on what we test those proportions being equal to, such that if we test prop_1=prop_2=50%, we get a different result that if we test prop_1=prop_2=30%. What they are assumed to be equal to is a nuisance parameter, in that it affects the result but we do not observe it.
The controversy arises in part also because using Fisher’s “exact” test, which conditions on both margins (that is, conditions not only on sample sizes but also on the true overall proportion being exactly the same as that observed across both samples) the resulting \( p \)-value does not occur with its nominal frequency, so Fisher’s exact test results in \( p < .05 \) less than 5% of the time. Fisher’s exact test is conservative.

This, it turns out, reflects a difference in how Fisher and Neyman Pearson interpret \( p \)-values. Fisher did not think it was relevant if 5% of test are \( p < .05 \) under the null, Neyman Pearson thought that was the whole point (for a contrast of both schools of thought on \( p \)-values see Lehmann, 1993).

In any case, this nuisance parameter carries over to \( pp \)-value calculations and is amplified, such that the \( pp \)-value of obtaining \( p = .04 \) in a difference of proportions test between two samples of a given size, depends on what the two proportions are equal to, and can vary quite substantially depending on that parameter. In ongoing research we are considering an alternative that defines \( pp \)-values slightly differently for discrete tests, in a way that seems to eliminate this nuisance parameter. Another alternative is to Monte Carlo / bootstrap false-positive rates for the sample sizes one is \( p \)-curving, see section 4.3

4.2 How bad is it to ignore it

A pertinent question is just how bad is it to blindly compute \( pp \)-values on difference of proportions tests ignoring their discrete nature. We tried to address this question through simulations. We simulated sets of five difference of proportions test drawn under the null (the proportions are identical across any two samples being tested), computed the \( p \)-value using a \( \chi^2(1) \) test, computed \( pp \)-values ignoring the discrete nature of the distribution, and aggregated the 5 studies to arrive at overall \( \chi^2(10) \) tests for right-skew.
If the test were ‘valid,’ then $x\%$ of simulations would obtain an overall right-skew $p < x$, e.g., 5% of them would be $p < .05$, the $p$-value would correspond to the false-positive rate. It turned out that how accurate the $p$-value captured the false-positive rate depended on sample sizes and underlying proportions in non-monotonic ways. For example, if $n=20$ in each of the two samples in all five simulated studies, and in all of them the underlying proportion is 50% (so we expect 10 of the 20 observations to be 1s, and the other 10 to be 0s), then the nominal right-skew test for the five studies combined arrives at a $p$-value that is off on average off by 3 percentage points, e.g., there is an 8.3% chance of $p < .05$. If $n=22$ then the nominal rate is within 0.006 percentage points of the actual false-positive rate, but that is not thanks to the “larger sample,” consider that if $n=24$ it is off by 2 percentage points again.

Basically what’s happening is that the continuous approximation to the discrete distribution will undulate around the true value, and as sample size changes one can be in the peak or trough of that undulation (or right in the middle and get it just right). We did not find combinations of parameters that led to results worse than being off by more than 3 percentage points on average (for nominal $p < .1$).

When the set of studies is heterogeneous, e.g., some $n=20$, some $n=22$, the gap between the false-positive rate and the nominal $p$-value will be in between the extremes of 0 and 3 percentage points, which is encouraging because in the real world there will be heterogeneity.

We are led to tentatively conclude that until a better approach to $p$-curving discrete tests is available, it is reasonable to blindly treat the $\chi^2$ as continuously distributed but be aware that the result is not as precise as it is for truly continuous statistics. It would be best practice to combine this approximate calculations with Monte Carlo simulations, see section 4.3.
4.3 Monte Carlo / bootstrap for discrete tests

When $p$-curves include difference of proportions test we recommend doing Monte Carlo simulations for studies of those exact characteristics to assess how accurate the resulting overall tests for skew are for that specific combination of parameters.

So for example, if a $p$-curve includes three difference of proportion tests studies with samples pairs of $(n_1=21, n_2=24)$, $(n_3=41, n_4=41)$ and $(n_5=40, n_6=40)$ then we propose simulating studies with those exact sample sizes, under the null that the proportions are the same within each pair, and assess how close the nominal $p$-value for the overall test is to the false-positive rate, this allows making an informed guess as to how accurate the continuity approximation is for those specific parameters. One could go a step further and treat the percentage of simulated samples obtaining a nominal $p$-value below that observed in the real sample as the bootstrapped $p$-value for skew.

If a $p$-curve combines discrete and continuous test statistics one could bootstrap just the discrete ones and combine the result with that arising from the continuous ones.

This is a tentative solution; its performance ought to be assessed by future research.
(5) Selection of JPSP studies for the demonstration.

In the paper we plot $p$-curves for sets of studies published in the *Journal of Personality and Social Psychology (JPSP)* that we expected to have been intensely $p$-hacked and that we expected not to have been intensely $p$-hacked. Here we provide details of how the papers and $p$-values were selected and provide robustness results for their $p$-curves.

5.1) Set of studies reporting statistical results only with a covariate.

In a recent paper (Simmons, Nelson, & Simonsohn, 2011) we simulated false-positive rates obtained by researchers who $p$-hack by exploiting four specific researchers’ degrees-of-freedom: (1) data-peeking (deciding whether to continue collecting data based on the statistical significance of existing data), (2) dropping a dependent variable, (3) dropping a condition (e.g., reporting only two cells of a three cell design), and (4) controlling for a covariate, especially under conditions of random assignment.

The first three of these are hard to detect in published research that does not follow our recommended disclosure rules (Simmons et al., 2011). The fourth, in contrast, is typically straightforward as authors do routinely disclose if their analyses control or do not control for covariates. With this in mind we decided to identify experiments using covariates as ones that might have been $p$-hacked.

We explored the feasibility of this approach by searching the archives of *JPSP*, using this interface: [http://psycnet.apa.org/index.cfm?fa=search.defaultSearchForm](http://psycnet.apa.org/index.cfm?fa=search.defaultSearchForm). After browsing JPSP articles published in 2011 and 2012 that included the word “covariate,” we defined three rules for selecting studies and applied those rules to studies published before 2011 (to ensure our rule
selection was not being influenced by its consequences, as in choosing rules that would favor our predicted $p$-curve shape).

Our rules for selecting articles had two main motivations. One was to focus on usage of covariates that would ex-ante be expected to be associated with $p$-hacking. The second was to minimize the subjectivity involved in the selection of $p$-values. These considerations led us to select only articles that satisfied all of the following criteria:

1) All independent variables of interest to the researchers were randomly assigned. This rule excluded, for example, studies examining correlates of personality scales, and those comparing people of different genders, races, or personality types. Note that this only applies to the independent variable of interest, not the covariate. Studies that randomly assigned participants to conditions and merely controlled for gender could be included.

2) The statistical results without the covariate are not reported. This rule excluded, for example, mediation analyses and robustness checks (e.g., authors examining if their results also hold when controlling for gender differences).

3) The covariate may not be causally affected by the manipulation. We applied this rule because when a covariate is correlated with the manipulation, collinearity may result in one observing a flatter $p$-curve even in the absence of $p$-hacking. This rule excluded, for example, studies that control for mood differences across conditions, if mood was measured after the manipulation.

We applied these rules to JPSP articles containing the words “covariate” and “experiment” in the full text, and published before 2011. We sorted the results by descending date and proceeded to examine papers one-by-one. If none of the exclusion rules applied to the first study using the word “covariate” in the text, we selected the key result, using the guidelines from Table 3. If any of the
rules were not met, we made a note of it and moved on to the next article. For simplicity we did not consider the next study in the same paper. This broad search led to articles from areas of psychology we were unfamiliar with; on a few occasions we excluded studies because we could not understand the hypothesis being tested. We registered those instances on a spreadsheet available upon request. We decided beforehand to collect significant \( p \)-values from 20 articles.

5.2) Set of studies expected not to have been intensely \( p \)-hacked.

After a similar exploratory process with articles published in 2011 and 2012, we conducted a search for pre-2011 JPSP articles that included the phrase “Experiment 2” and none of the following terms: \textit{exclude, excluded, suspicion} (sometimes participants who express suspicion are dropped from experiments but the decision to exclude them can be made ex-post), \textit{transform} (as when dependent variables are log or arcsine transformed), \textit{log, covariate}. We included “Experiment 2” because we found it to be useful to help identify experiments in which all variables were manipulated.

We then proceeded to inspect articles one-by-one, and coded the \( p \)-values of articles that, in addition to the three rules from section 5.1 above, did not make any explicit allusion to the elimination of data or transformation of variables. This broad search led to articles from areas of psychology we were unfamiliar with; on a few occasions we excluded studies because we could not understand the hypothesis being tested. We registered those instances on a spreadsheet available upon request. We decided beforehand to collect significant \( p \)-values from 20 articles.

5.3) Robustness tests for the demonstrations.

As described in the paper, it is important that \( p \)-curve include only \( p \)-values that both directly test the stated hypothesis and that are statistically independent form each other. When more than one \( p \)-value directly tests the stated hypothesis but is not independent from another (e.g., when
*t*-tests on two correlated measures constitute equally appropriate tests of the stated hypothesis), then
the researcher *p*-curving the study must decide which *p*-value to select initially, and then conduct
robustness tests, where the selected *p*-value is replaced by one that was not chosen initially.

When we encountered this situation in our demonstration, we used the following rule.

We initially selected the first *p*-value if two were equally relevant and we selected the median *p-
value if three were equally relevant. The *p*-curves and analyses depicted in Figure 3 feature those
initial selections.

For the set with the covariate, Figure 3a, robustness involved a single instance where
authors reported three tests of the hypothesis of interest. In the main text we reported *p*-curve
results using the median of the three. Replacing the median with the lowest *p*-value reported in the
triad barely affected the results; the test for lack of evidential value remained highly significant,
\(\chi^2(40)=80.5, p<.0001\) (down from \(\chi^2(40)=82.5\)).

For the set without keywords associated with *p*-hacking, Figure 3b, robustness involved five
instances when the authors reported two tests of the key hypothesis. In the main text we reported *p-
curve results always including the one appearing first in the text; for robustness we reran the
analyses including only the one appearing second. The overall test for right-skew remained highly
significant, \(\chi^2(44)=93.6, p<.0001\) (down from \(\chi^2(44)=94.2\)).
6) Other statistical tests applicable to $p$-curve.

In the paper we propose two methods for conducting statistical inference with $p$-curve: binomial test of high vs low $p$-values, and computing $pp$-values. An alternative worth considering in the future is the Kolmogorov-Smirnov (KS) test. While it is known to have low power for small samples (in this case, few $p$-values), its one-tail version has the great advantage of allowing simultaneously testing for left-skew and right-skew. So a pair of one-tail KS tests could reject the uniform null and suggest some studies do have evidential value, and other studies within that same set were intensely $p$-hacked. Given our interest in applying $p$-curve to small sets of $p$-values we have not considered it in much detail but it may be useful for meta-analytical contexts.

Future research may also consider central tendency tests on $p$-curve, contrasting, for example, the mean or median $p$-value to those expected under different nulls through parametric (e.g., t-test) or nonparametric (e.g., Wilcoxon) tests.
7) Selection bias as an alternative to p-hacking to explain the ANCOVA example

A referee proposed an alternative explanation for our demonstration with studies reporting only ANCOVA and not ANOVA results (Figure 3a). If some researchers, call them “choosers,” who obtain $p<.05$ with both ANOVA and ANCOVA choose to report the ANOVA result, then our sample which only includes ANCOVAs, will not include them, obviously.

Importantly, those missing studies are likely to have had low (ANCOVA) $p$-values, because the corresponding ANOVA ones were $p<.05$, and ANCOVAs tend to lead to lower $p$-values than ANOVAs. This type of selection bias would lead a set of studies reporting only ANCOVA results to have fewer than expected low $p$-values and hence to be less right skewed than otherwise expected.

We conducted simulations to assess if this type of selection bias could result not only in a less right-skewed $p$-curve, but also in a left-skewed one. That is, we conducted simulations to assess if this hypothetical form of selection bias was a plausible alternative explanation for Figure 3a. Our simulations involved two-cell studies with $n=20$ participants per cell and a covariate. We varied three parameters:

1. Percentage of researchers who are choosers: 25%, 50% or 75%.
2. Power of ANOVA test: 33%, 50% or 80%.
3. Correlation between covariate and dependent variable $r(y,z)$: $r = .25, .5$ or .75.

Those values of parameters can be combined in 27 different ways. We report all of them in Figure 2S below. We found that the expected $p$-curve is markedly right-skew for all of them. Even under the most extreme assumptions – most researchers are “choosers”, the studies are severely underpowered, and the covariate is hardly related to the dependent variable – we still expect a right-skewed p-curve (the green line of the top-left panel in Figure S2). The $p$-curve we
actually observe for studies reporting experimental results only with a covariate, in sharp
closest, is distinctly, and significantly, left-skewed (Figure 3a).

Note that if researchers are ex-ante deciding on employing a covariate (z) to use for a
dependent variable (y), such covariate is likely to have a high r(y,z), and for such situations $p$-
curve is strongly right skewed.
Figure S2. Expected \( p \)-curves from sets of studies reporting ANCOVA where some researchers, ‘choosers,’ are excluded because they report ANOVA instead if it is \( p < .05 \).

Notes: Each panel reports three expected \( p \)-curves, obtained from 20,000 simulations each, for studies reported with ANCOVA, when some percentage of authors, ‘choosers’, choose to report ANOVA results if they are \( p < .05 \) and are hence excluded from an ANCOVA sample. ANCOVA samples exclude ‘choosers’ when their ANOVAs are \( p < .05 \), but include them otherwise. Each column contains simulations for a given level of statistical power for the ANOVA (the power for the ANCOVA is always higher of course and increases more the higher \( r(y,z) \) is), each row for a given percentage of researchers being ‘choosers’, and within each panel we consider three possible correlations, ex-ante, between a covariate and the dependent variable. Note that the percentage of choosers is not the ex-post share of people exiting, but the percentage that would do so if their ANOVA is \( p < .05 \). For example, the top left panel shows that if the ANOVA is powered to 33\%, 25% of researchers would choose to report ANOVA instead of ANCOVA if it came up \( p < .05 \), and the covariate is correlated .25 with the dependent variable, then 33\% of \( p \)-values for studies reporting ANCOVA would be \( p < .01 \), and 17\% would be \( p > .04 \).
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The results for mathematical learning were also found in this experiment. Women in the stereotype threat condition learned more of the mathematical rules presented before the instructions, F(1, 57) = 7.25, p < .01, ηp2 = .11, than did women in the control condition, F(1, 28) = 0.68, p = .41, ηp2 = .02, but women in the stereotype threat condition solved fewer mathematical problems on the post-test following the instructions, F(1, 77) = 5.86, p < .05, ηp2 = .07.
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As predicted, participants perceived their previous embarrassing moment to be significantly smaller, so we code the attenuated interaction [technically one cannot test that an effect vanishes, but one can test that it gets smaller].
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The results for mathematical learning were also found in this experiment. Women in the stereotype threat condition learned more of the mathematical rules presented before the instructions, F(1, 57) = 7.25, p < .01, ηp2 = .11, than did women in the control condition, F(1, 28) = 0.68, p = .41, ηp2 = .02, but women in the stereotype threat condition solved fewer mathematical problems on the post-test following the instructions, F(1, 77) = 5.86, p < .05, ηp2 = .07. However, in the stereotype threat condition, women focused on issues only. They would revise their initial fixed-pie perception again after participants had received information about their counterpart's new level of construal.

As predicted, participants perceived their previous embarrassing moment to be significantly smaller, so we code the attenuated interaction [technically one cannot test that an effect vanishes, but one can test that it gets smaller].
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As predicted, participants perceived their previous embarrassing moment to be significantly smaller, so we code the attenuated interaction [technically one cannot test that an effect vanishes, but one can test that it gets smaller].

Accordingly, we predicted that participants who were not mimicked would consume more of the snack than would control participants.
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Yes. M (1, 92) = 4.45, F (1, 47) < 1 (see Table 1).

Thus, we hypothesize that when a sociability goal is activated via priming, M = 3.46, F = 2.40 and M = 2.57, F = 1.44) than M = 1.67, F = .62.

It was predicted that more unrequested (negative) cognitions would be M (1, 72) = 22.56, p < .05, indicating that the difference of means F(1, 62) = 5.64, p = .0241 (see Figure 1).

We predicted that presenting these items together in one image would M = 3.65, SD = 1.33) positive thoughts.

A contrast analysis revealed that in the single (control) presentation format, M = 5.39, SD = 1.27) compared with healthy items (M = 4.30, SD = 1.04), F(1, 63) = 3.70, p = .0589.

A Presentation Format × Food Type ANOVA of these composite value scores M = 3.82, SD = 1.50) positive thoughts.

A 2 (high- vs. low ingroup identification) × 2 (high- vs. low threat) analysis of M = 5.17, SD = 1.18) and the outgroup (M = 3.50, SD = 1.28), p = .09 (see Figure 1).

A 2 (high- vs. low ingroup identification) × 2 (high- vs. low threat) ANOVA on the measure of M = 4.12, SD = 1.56) and the outgroup (M = 5.44, SD = 1.30), p = .06 (see Figure 1).

A 2 (high- vs. low ingroup identification) × 2 (high- vs. low threat) ANOVA on M = 4.10, SD = 1.50) positive thoughts.

A 2 (high- vs. low ingroup identification) × 2 (high- vs. low threat) ANOVA on the measure of M = 4.50, SD = 1.50) positive thoughts.

A 2 (high- vs. low ingroup identification) × 2 (high- vs. low threat) ANOVA on the measure of M = 4.20, SD = 1.60) positive thoughts.

A 2 (high- vs. low ingroup identification) × 2 (high- vs. low threat) ANOVA on the measure of M = 3.90, SD = 1.40) positive thoughts.

A 2 (high- vs. low ingroup identification) × 2 (high- vs. low threat) ANOVA on the measure of M = 4.30, SD = 1.40) positive thoughts.

A 2 (high- vs. low ingroup identification) × 2 (high- vs. low threat) ANOVA on the measure of M = 4.00, SD = 1.50) positive thoughts.

A 2 (high- vs. low ingroup identification) × 2 (high- vs. low threat) ANOVA on the measure of M = 3.80, SD = 1.50) positive thoughts.

A 2 (high- vs. low ingroup identification) × 2 (high- vs. low threat) ANOVA on the measure of M = 4.20, SD = 1.60) positive thoughts.

A 2 (high- vs. low ingroup identification) × 2 (high- vs. low threat) ANOVA on the measure of M = 4.10, SD = 1.50) positive thoughts.

A 2 (high- vs. low ingroup identification) × 2 (high- vs. low threat) ANOVA on the measure of M = 4.50, SD = 1.50) positive thoughts.

A 2 (high- vs. low ingroup identification) × 2 (high- vs. low threat) ANOVA on the measure of M = 4.20, SD = 1.60) positive thoughts.

A 2 (high- vs. low ingroup identification) × 2 (high- vs. low threat) ANOVA on the measure of M = 4.00, SD = 1.50) positive thoughts.

A 2 (high- vs. low ingroup identification) × 2 (high- vs. low threat) ANOVA on the measure of M = 3.80, SD = 1.50) positive thoughts.
Table S2 continues (part 3 of 3)

<table>
<thead>
<tr>
<th>Hypothesis</th>
<th>Description</th>
<th>Quintessentially different (one acceptable hypothesis)</th>
<th>Methods</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hypothesis 1.1</td>
<td>When target persons belonging to two different categories are presented in blocks, participants will infer that their primary task is to differentiate between the categories.</td>
<td>Contrary to other subjects who were not told that they had been informed, those who believed they had been informed were expected to display more confidence in their judgments. Also, their ratings should be more polarized on the dimension of the evaluative stereotype.</td>
<td>None set</td>
<td>Difference of means (for two conditions)</td>
</tr>
<tr>
<td>Hypothesis 1.2</td>
<td>When target persons belonging to two different categories are presented in blocks, participants will infer that their primary task is to differentiate between the categories. The only significant effect was the expected three-way interaction between category label, label presentation, and behavior, F(1, 104) = 5.05, p = .02, η² = .18, but not when the category label was presented after participants heard the story.</td>
<td>Hypothesis 1.2 was supported by the presence of a significant interaction (third condition, 3rd of mean scores (for two conditions)</td>
<td>Yes.</td>
<td>Supporting our hypothesis, nurses were rated as more helpful than nurses in the mixed presentation condition, 2 (treatment 1, treatment 2, control) x 2 (category label: chess master vs hairdresser) x 2 (label presentation: before vs after), which indicates an interaction effect. nouns were rated as slightly less helpful than nurses in the block master presentation condition (t(10) = 1.48, p &lt; .05 [one-tailed], demonstrating a contrast effect.</td>
</tr>
</tbody>
</table>

The first study was planned as a simple demonstration of the hypothesis that self-directed attention lead to attitudes that were equivalent in valence to those that followed. Our primary hypothesis was that although failed counterarguing would lead to attitudes that were equivalent in valence to those that followed and resulted in less certainty, the failure to address the stereotype was observed in greater certainty. | No set | Difference of means (for two conditions) | Yes. | Supporting the prediction that the contrast effect 
was 
attitude for those who were given the opportunity to engage. (Note: this is an unusual prediction and the 
results do not support it. However, the analysis of the variance for these 
conditions did not differ significantly, indicating that the contrast effect 
was not significant, t(36)=2.35, p=0.0244 (one-tailed).) Note: there is also a prediction of the same valence, that's considered supported in the latest iteration of the study. |

The second study was planned as a demonstration of the hypothesis that self-directed attention lead to attitudes that were equivalent in valence to those that followed. Our primary hypothesis was that although failed counterarguing would lead to attitudes that were equivalent in valence to those that followed and resulted in less certainty, the failure to address the stereotype was observed in greater certainty. | Self-directed attention | Difference of means (for two conditions) | Yes. | Supporting the prediction that the contrast effect 
was 
attitude for those who were given the opportunity to engage. (Note: this is an unusual prediction and the 
results do not support it. However, the analysis of the variance for these 
conditions did not differ significantly, indicating that the contrast effect 
was not significant, t(36)=2.35, p=0.0244 (one-tailed).) Note: there is also a prediction of the same valence, that's considered supported in the latest iteration of the study. |
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